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SUMMARY

Learning involves a transformation of brain-wide
operation dynamics. However, our understanding
of learning-related changes in macroscopic dy-
namics is limited. Here, we monitored cortex-wide
activity of the mouse brain using wide-field calcium
imaging while the mouse learned a motor task over
weeks. Over learning, the sequential activity across
cortical modules became temporally more com-
pressed, and its trial-by-trial variability decreased.
Moreover, a new flow of activity emerged during
learning, originating from premotor cortex (M2), and
M2 became predictive of the activity of many other
modules. Inactivation experiments showed that M2
is critical for the post-learning dynamics in the cor-
tex-wide activity. Furthermore, two-photon calcium
imaging revealed that M2 ensemble activity also
showed earlier activity onset and reduced variability
with learning, which was accompanied by changes
in the activity-movement relationship. These results
reveal newly emergent properties of macroscopic
cortical dynamics during motor learning and high-
light the importance of M2 in controlling learned
movements.

INTRODUCTION

The dynamic behavior of a complex system such as the brain

cannot be fully deduced from the independent analyses of its

constituents. Collective interactions among diverse entities of a

system can yield properties that are not apparent at individual

levels, a phenomenon known as emergence. Emergent proper-

ties of the brain may be subject to changes in the process, for

example, of learning. However, technical limitations have hin-

dered us from studying potential changes in brain-wide emer-

gent properties associated with learning.
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The brain is a modular structure with functionally specialized

and anatomically segregated regions. Even for simple behaviors,

it is essential that information is appropriately transmitted across

brain regions, generating activity sequences (Abeles, 1991; Ku-

mar et al., 2010). For example, a sensorimotor behavior requires

the initial processing of sensory information by the sensory sys-

tems, which is followed by an information transfer to the motor

systems in order to move the muscles. Such a macroscopic

activity flow can be studied with the simultaneous recording of

activity in multiple brain areas. Multi-site electrophysiological

recording has shown that information about distinct task param-

eters is routed differentially, creating parallel activity sequences

spanning multiple brain areas (Siegel et al., 2015). Furthermore,

cortex-wide functional imaging has successfully visualized the

flow of information across cortical areas triggered with simple

sensory stimulation (Ferezou et al., 2007). It is likely that the

flow of information is not fixed but dynamically shaped by many

factors over multiple timescales. Indeed, it has been shown that

the cortical information flow is acutely sensitive to behavioral

states of the animal (Ferezou et al., 2006, 2007) and can also

change gradually over time during recovery after stroke (Brown

et al., 2009). These results raise the possibility that the macro-

scopic cortical activity flow may be reorganized during learning.

Motor learning is characterized by an improvement in the pre-

cision of newly acquired voluntarymovement (Dayan andCohen,

2011; Wolpert et al., 2011). Cortical plasticity underlying motor

learning has been under intense scrutiny (Chen et al., 2015;

Cichon and Gan, 2015; Costa et al., 2004; Fee and Scharff,

2010; Masamizu et al., 2014; Peters et al., 2014; Xu et al.,

2009; Yang et al., 2009; Yin et al., 2009). However, our under-

standing of whether and howmotor learning changes themacro-

scopic dynamics in the cortex is poor. This is partially due to the

fact that most studies have investigated changes in each brain

area in isolation. To elucidate changes in emergent properties

of the cortex-wide dynamics during motor learning, here we

used wide-field calcium imaging (Niethard et al., 2016; Vanni

and Murphy, 2014; Wekselblatt et al., 2016; Xiao et al., 2017;

Zhuang et al., 2017) inmice learning a lever-press task.We found

that motor learning reconfigured the network activity dynamics

during movement, where premotor cortex acquired a leading
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Figure 1. Behavior and Wide-Field Calcium

Imaging

(A) Left, experimental setup. Right, task structure.

ITI, inter-trial interval.

(B) Behavioral performance (p < 0.001, n = 8 mice,

Kruskal-Wallis test,mean±SEM). The last timepoint

is the average of 3 sessions after the 15th session.

(C) Left, correlation matrix of the lever trajectory in

individual trials. Each box represents the median of

all pairwise trial-by-trial correlations of movements

from within or across sessions. Middle, trial-by-trial

correlations of the lever trajectory within each ses-

sion, corresponding to the central diagonal in the

matrixon left (p<0.01,n=8mice,Kruskal-Wallis test,

mean ± SEM). Right, trial-by-trial correlations of the

lever trajectory across adjacent sessions (p < 0.05,

n = 8 mice, Kruskal-Wallis test, mean ± SEM).

(D) Field of view of wide-field calcium imaging

in the mouse cortex expressing GCaMP6s under

the Thy1 promoter (GP4.3 line). Left panel was

obtained from the Brain Explorer 2 (Allen Institute

for Brain Science).

(E) Example of Df/f during the peri-movement

epoch trial-averaged in a single session (between

�200 ms and +800 ms relative to the movement

onset). Bottom right panel shows the images indi-

cated by the orange underline with a different

contrast, highlighting that activity in some areas

starts before movement onset.

(F) Amplitude of movement-related activity at each

learning stage, measured by mean Df/f between

0 ms and +800 ms relative to the movement onset

(n.s. for all cortical modules, p > 0.05, n = 8 mice,

regression, mean ± SEM). Naive, session 1; Early,

sessions 3, 5, and 7; Middle, sessions 11, 13, and

15; Late, sessions 16–18.
role in coordinating the cortex-wide activity. Such functional

reorganization resulted in the generation of temporally com-

pressed and highly reliable sequential activity throughout

cortical modules.

RESULTS

Wide-Field Calcium Imaging during Motor Learning
We longitudinally monitored neural activity in the mouse cortex

usingwide-field calcium imagingwhilemice learned a lever-press

task over weeks (n = 8 mice, one session per day, Figure 1A;

STARMethods) (Peters et al., 2014). In this task, water-restricted

mice receive a water reward by pressing a lever beyond the

set threshold with their left forelimb during an auditory cue.

Training over sessions increased the success rate (p < 0.001,

Kruskal-Wallis test, Figure 1B) and mice developed stereotyped

movement kinematics, which was evident in an increase in the

correlation of trial-by-trial lever trajectories within (p < 0.01, Krus-

kal-Wallis test) and across sessions (p < 0.05, Kruskal-Wallis test,

Figure 1C; see Figure S1 for other behavioral parameters).

We imaged a field of view covering the dorsal cortical surface

(11 mm 3 11 mm) and measured the fluorescence of GCaMP6s

in Thy1-GCaMP6s (GP4.3) transgenic mice (Dana et al., 2014)

through the intact skull with wide-field microscopy (Figures 1D

and 1E; STAR Methods). While this method does not provide
cellular resolution, it allows the simultaneous monitoring of the

activity across the dorsal surface of the brain. Consistent with

the previous report (Dana et al., 2014), GCaMP6s was mainly

expressed in excitatory neurons (GAD67-positive inhibitory neu-

rons among GCaMP6s-expressing cells were 1.0% ± 0.1%

[mean ± SD]; Figure S2).

We performed a number of experiments to explore the basis

of the cortical calcium signal. In one set of experiments, we

investigated the effect of a local blockade of glutamate trans-

mission on calcium signals. For both lever-press-related cal-

cium signals in awake mice and foot-shock responses in

anesthetized mice, local injection of a cocktail of glutamate re-

ceptor antagonists largely eliminated calcium responses, indi-

cating that the majority of calcium signals are due to local

cortical activity, rather than long-range inputs (Figure S2). The

reduction in calcium signals was larger in anesthetized animals

(anesthetized, 91.2% ± 7.6%; awake, 65.2% ± 10.7%). We sup-

pose that the anesthesia results set the upper bound for the

contribution of local activity to calcium signals, as anesthesia

may reduce long-range intercortical interactions (Makino and

Komiyama, 2015), while the awake results set the lower bound,

since other areas may show compensatory activity resulting in

an increase in long-range inputs to the inactivated area in awake

animals performing a task. In a separate set of experiments,

we performed simultaneous EEG recordings with a transparent
Neuron 94, 880–890, May 17, 2017 881



graphene electrode array placed on the skull or multi-unit intra-

cortical recordings during wide-field calcium imaging. These ex-

periments demonstrated a close relationship between calcium

signals and local electrical activity, with electrical activity pre-

ceding calcium signals by approximately 200 ms (Figure S2).

An additional experiment performed on Thy1-GFP mice

confirmed that the majority of fluorescence changes are due

to calcium rather than hemodynamic signals or other artifacts

(Figure S3). Taken together, we conclude that our wide-field cal-

cium imaging provides a good proxy for local activity in individ-

ual cortical modules.

During the lever-press task, the calcium signal began to in-

crease roughly 100 ms before the movement onset and peaked

during movement with characteristic spatio-temporal patterns

(Figures 1E and S3). To extract anatomically and functionally

segregated groups of pixels, we performed spatial independent

component analysis (sICA) following principal component anal-

ysis (PCA) (Reidl et al., 2007) (Figure S3; STAR Methods). This

method parcellated the cortex into 16 cortical modules, which

were commonly identified across all animals and corresponded

to different brain areas, such as primary and secondary motor

cortex (M1 and M2), primary somatosensory cortex (S1), poste-

rior parietal cortex (PPC), anterior and posterior retrosplenial

cortex (aRSC and pRSC), and visual cortex (Figure S3). Sys-

tematic artifacts due to movement or blood vessels were also

removed using this method (Figure S3; STAR Methods). We

used the 16 cortical modules as regions of interest (ROIs)

and analyzed their spatio-temporal activity aligned to the onset

of lever-press movements by measuring their Df/f during the

peri-movement epoch over learning (STAR Methods). There

was no net change in the amplitude of movement-related activ-

ity throughout learning (p > 0.05 in all modules, regression,

Figure 1F).

Temporal Compression of Sequential Activity across
Cortical Modules
We noticed that the activity increase after movement onset

became faster as learning progressed (Figures 2A and 2B). To

quantify this effect, wemeasured the latency from themovement

onset to 50% of the maximum of the activity (Thalf-max) for

each module. Thalf-max reflected movement-related activity since

the auditory cue did not evoke detectable responses in the 16

cortical modules examined (Figure S4). Thalf-max was generally

shorter in the hemisphere contralateral to the lever-pressing

left forelimb (Figure S5), highlighting the specificity in the activity

speed. Consistent with our visual observations, Thalf-max in many

cortical modules gradually became smaller over sessions, shift-

ing the activity timing earlier with learning (Figures 2B–2D). Inter-

estingly, cortical modules that were initially in the later end of the

activity sequence, such as M2, exhibited especially prominent

decreases in Thalf-max (Figures 2D and 2E). This led to a more

compressed temporal spread of Thalf-max across the cortical

modules with learning (Figures 2E–2G). Importantly, such tem-

poral compression was unlikely to be because of the changes

in movements, since the decrease in the sequential activity

spread in time was observed even when we compared the trials

with similar movement speeds or with similar lever trajectories

across learning stages (Figure 2H). However, temporal spread
882 Neuron 94, 880–890, May 17, 2017
of sequential activity correlated with reaction time (across ses-

sions, p < 0.001, r = 0.10, bootstrap; within ‘‘late’’ sessions,

p < 0.05, r = 0.10, bootstrap), suggesting that temporal compres-

sion is especially prominent in trials in which mice are prepared

to make the movement. These results suggest that learning

enhanced the speed in sequential signal transmission among

modules, which may reflect more efficient processing of move-

ment-related activity.

Decrease in Variability of Cortex-wide Activity
We and others have shown that motor learning decreases the

variability of activity of neural populations in the primary motor

cortex (Costa et al., 2004; Kargo and Nitz, 2004; Peters et al.,

2014). Therefore, we asked if the same principle also applies to

the macroscale activity. Indeed, factor analysis revealed less

variable trajectories in a state space at later stages of learning

(Figures 3A and 3B). Importantly, the decrease in variability

was not solely due to the increase in the movement stereotypy,

since the activity trajectories were generally more consistent

across different levels of lever-trajectory correlation at late

stages of learning (Figure 3C).

Emergence of a Secondary Activity Flow from Anterior
Cortical Areas during Learning
Wenext addressedwhethermotor learning influences the spatial

propagation of activity across the cortex. Specifically, the activ-

ity timing of anterior areas including M2 strongly shifted toward

the beginning of the activity sequence (Figures 2D and 2E), sug-

gesting that the activity may propagate from these anterior areas

with learning. To quantify this effect, we measured phase gradi-

ents across individual pixels based on space-frequency singular

value decomposition (SVD). The space-frequency SVD analysis

identifies an orthogonal set of modes, in each of which the

magnitude and phase of the spatial coherence of cortex-wide

activity are assigned to individual pixels (STAR Methods).

Thus, the spatial gradients of phases indicate the local direction

of activity flow (i.e., traveling wave) (Mitra and Bokil, 2008;

Prechtl et al., 1997). We focused on the leading mode explaining

the highest variance, which was consistent over learning and ex-

plained 37.2% ± 1.3% (mean ± SEM), 37.0% ± 1.2%, 36.8% ±

2.5%, and 38.6% ± 2.1% of total variance at the respective

learning stages (Figure 4A, top row). At the naive stage, the ac-

tivity propagated from RSC in a radial direction (Figure 4A, mid-

dle and bottom rows). However, at the later stages of learning, an

additional activity streamemerged that flowed fromM2 toM1/S1

(Figure 4A, middle and bottom rows). An independent analysis

based on Thalf-max of mean activity in each pixel confirmed these

findings (Figure S6).

Next, in order to test whether the activity of certain areas pre-

dict the activity in other areas on a moment-by-moment basis,

we carried out the Granger causality analysis, which identifies

directed functional connectivity among brain areas (Barnett

and Seth, 2014). This analysis revealed that there was little pre-

dictive relationship among modules during the naive stage. With

learning, however, M2 rather uniquely acquired a predictive role

about the activity of many other brain areas (Figure 4B). Impor-

tantly, when we shuffled trials within each session independently

for each module, the predictive role of M2 was abolished



Figure 2. Temporal Compression of Sequen-

tial Activity across Cortical Modules

(A) Mean peri-movement activity across animals in

sessions 1 and 15, illustrating the enhanced speed

of activity after learning. Each pixel was normalized

to its maximum after subtraction of activity at

movement onset.

(B) Mean peri-movement activity in different cortical

modules in sessions 1 and 15 aligned to movement

onset (0 ms). Each module was normalized to its

peak after subtraction of activity at movement onset

(mean ± SEM). The time point where each line

crosses thehorizontal linecorresponds to the time to

reach half-maximum (Thalf-max).

(C) Mean activity across all animals in each learning

stage. Activity was averaged across animals and

then normalized. Black bars indicate Thalf-max.

Cortical modules were sorted in the antero-poste-

rior direction.

(D) Thalf-max of 16 cortical modules at each learning

stage (***p < 0.001, **p < 0.01, *p < 0.05, n = 8mice,

regression, corrected for multiple comparisons

by false discovery rate, mean ± SEM).

(E) Top,meanThalf-maxof16corticalmodulescolored

based on the order at the naive stage (bottom).

Activity sequence becomes temporally compressed

with learning. Bottom, activity sequence based

on the mean Thalf-max of 16 cortical modules. pRSC

and M2 are highlighted by yellow and red boxes,

respectively.

(F) Example of sorted activity sequences from 50

randomly selected trials from naive and late stages.

(G) Temporal compression of sequential activity

over learning, measured by a reduction in the

standard deviation of Thalf-max across 16 cortical

modules in individual trials (p < 0.001, n = 8 mice,

regression, mean ± SEM).

(H) Left, temporal compression of sequential ac-

tivity is not due to changes in movement speed.

Given the same movement speed, the temporal

compression of sequential activity was still observed over learning (p < 0.01, n = 8 mice, regression, mean ± SEM). Trials were binned according to movement

speed across sessions, and the activity spread wasmeasured in each bin at each learning stage (STARMethods). These values were then normalized to the value

of the same bin at the naive stage and averaged within bins. Right, temporal compression of sequential activity is not due to changes in movement correlation.

Given the same lever-trajectory correlation across the learning stages (p = 0.11, n = 6 mice, regression, mean ± SEM), the temporal compression of sequential

activity was still observed (p < 0.01, n = 6 mice, regression, mean ± SEM). For this analysis, a template lever trajectory was created based on a randomly chosen

50% of the trials from the late stage of learning. Trials with lever-trajectory correlations above 0.6 were selected in each learning stage (the 50% of the trials in the

late stage used for the template were excluded), and temporal spread of sequential activity was determined in these trials at each stage.
(Figure S6), indicating that M2’s causality cannot simply be ex-

plained by its increase in the speed of activation (Figure 2D).

Rather, M2’s predictive role revealed by the Granger causality

analysis depends on the trial-by-trial covariation of activity timing

across modules. These results suggest that motor learning

strongly modulates the direction of information flow across the

cortex and that M2 becomes more influential on the activity of

the rest of the cortex.

Impact ofM2 Inactivation onCortical Network Dynamics
The Granger causality analysis implies that M2, one of the move-

ment-controlling regions in the brain, gradually exerted stronger

influences on the rest of the cortical activity during learning (Fig-

ure 4B). To directly test this notion, next we inactivated M2 with

muscimol, a GABA receptor agonist, after 2 weeks of behavioral

training and monitored the activity of the rest of the cortex (n = 7
mice, Figures 5A, 5C, and 5D). Muscimol spread was largely

restricted to M2 (Figure S7). Inactivation of M2 led to a large

impairment in behavior, with a significant increase in missed tri-

als (correct rate, 97.2% ± 0.6% for vehicle and 62.4% ± 8.3% for

muscimol, p < 0.001, Figure 5B). Importantly, M2 inactivation

largely eliminated the stereotypy of movements, a hallmark of

skill learning (movement correlation, p < 0.05, one-tailed boot-

strap, Figure 5B; see Figure S7 for other behavioral parameters).

This behavioral impairment was accompanied by a delay in the

activity of the majority of cortical modules (Figures 5E and 5F).

Furthermore, the trial-by-trial sequential activity of cortical mod-

ules was temporally expanded with M2 inactivation (Figure 5G),

indicating that the learning-induced temporal compression of

the sequential cortical activity was at least partially dependent

on M2. Moreover, the variability of activity trajectory increased

(Figure 5H). Thus, M2 inactivation after learning reversed the
Neuron 94, 880–890, May 17, 2017 883



Figure 4. Emergence of a Secondary Activity Flow from Anterior

Cortical Areas
(A) Magnitude (top row) and phase (middle row) of the spatial coherence of

activity of the leading mode identified by space-frequency singular value

decomposition (SVD) analysis at each learning stage. Phase gradients (from

blue to red) indicate the direction of traveling waves. Bottom row, direction of

the phase gradients. Arrows and lines indicate the direction and relative speed

of activity propagation within each stage, respectively.

(B) Top,matrix of median Granger causality at each learning stage. Direction of

causality is indicated by ‘‘from’’ (blue modules) and ‘‘to’’ (yellow modules).

Cortical modules were sorted in the antero (A)-posterior (P) direction (names of

modules listed in the blue and yellow boxes). Leftmost column in eachmatrix is

causality from M2 to the rest of the cortex. Only causality with p < 0.01 was

included after correction for multiple comparisons by false discovery rate.

Bottom, spatial map of causality from M2 (open circles) to other brain areas at

each learning stage. Line width reflects the magnitude of causality.

Figure 3. Reduced Variability of Cortex-wide Activity

(A) Example of neural trajectories from ten randomly selected trials in a

three-dimensional state space where axes correspond to the first three factors

from factor analysis computed individually at naive and late stages. Black

and red dots are 200 ms before movement onset and movement onset,

respectively.

(B) Mean pairwise correlations of neural trajectories in the state space defined

by the five factors from factor analysis over learning (p < 0.01, n = 8 mice,

regression, mean ± SEM).

(C) Enhanced reliability in the activity pattern after learning regardless of

the changes in movement correlation. For each trial pair at each learning

stage, lever-trajectory correlations and activity-trajectory correlations in state

space following factor analysis were calculated and averagedwithin each lever

correlation bin (p < 0.001, n = 8 mice, Friedman test, mean ± SEM).
learning-related changes in the macroscale activity and the

improvement of behavioral performance. These results are

consistent with the Granger causality analysis and support the

notion that M2 acquires a leading role in the macroscale activity

sequence after learning.

Impact of RSC Inactivation on Cortical Network
Dynamics
Next, since pRSC was consistently one of the first nodes of the

activity sequence throughout learning (Figure 2E), we tested

the effect of pRSC inactivation after 2 weeks of training (n = 6

mice, Figures 6A, 6C, and 6D). Unlike M2 inactivation, the

behavioral performance was minimally affected by pRSC

inactivation (correct rate, 96.2% ± 1.3% for vehicle control and

83.8% ± 6.6% for muscimol, p < 0.05; movement correlation,

n.s., p = 0.19, one-tailed bootstrap, Figures 6B and S7). More-

over, the activity speed, temporal spread of the sequential activ-

ity, and activity-trajectory correlations were unaffected (Figures

6E–6H). These limited effects of pRSC inactivation are consistent

with the general lack of significant Granger causality from pRSC

to other brain areas throughout learning (Figures 4B and 6A).

Together, these results highlight the distinct contributions of

M2 and pRSC to cortical dynamics and support the importance

of M2 to coordinate the cortex-wide activity during motor

learning.
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Learning Dependency of the Observed Changes in the
Cortex-wide Dynamics
To test whether the observed changes in the cortex-wide activity

were due to learning, we performed an additional experiment

in which we imaged cortex-wide activity over weeks in mice

that were randomly given reward irrespectively of lever presses

(n = 12 mice, Figure 7A). Under this condition, mice demon-

strated only a modest increase in movement stereotypy (within

session, p < 0.05; across sessions, p < 0.05, Kruskal-Wallis

test, Figure 7B) and failed to reach the level observed in the

trained mice (comparison between trained and no-task mice,



Figure 5. Impact of Inactivation of M2 on Network Dynamics

(A) Left, schematic of the experiment. Right, muscimol injection sites indicated

by the pink arrows, M2 modules and directed functional connectivity from M2

measured by Granger causality analysis.

(B) Effect of module inactivation on behavioral performance. Left, correct rate

(97.2% ± 0.6% for vehicle, 62.4% ± 8.3% for muscimol, ***p < 0.001, n = 7

mice, one-tailed bootstrap, mean ± SEM). Right, movement correlation

(*p < 0.05, n = 7 mice, one-tailed bootstrap, mean ± SEM).

(C) Example peri-movement activity over 1 s with vehicle or muscimol injection

in M2 (66.67 ms/image).

(D) Mean activity change with M2 inactivation compared to vehicle (n.s. for all

cortical modules, p > 0.05, n = 7 mice, one-tailed bootstrap, mean ± SEM).

(E) Mean Thalf-max in cortical modules with vehicle or muscimol injection in M2

(***p < 0.001, **p < 0.01, *p < 0.05, one-tailed bootstrap, corrected for multiple

comparisons by false discovery rate, n = 7 mice, mean ± SEM).

(F) Temporal spread of sequential activity with vehicle or muscimol injection

in M2.

(G) Temporal spread of trial-by-trial sequential activity with vehicle or musci-

mol injection in M2 (*p < 0.05, n = 7 mice, one-tailed bootstrap, mean ± SEM).

(H) Mean pairwise correlations of neural trajectories in the state space defined

by the five factors from factor analysis with vehicle or muscimol injection in M2

(***p < 0.001, n = 7 mice, one-tailed bootstrap, mean ± SEM).

Figure 6. Impact of Inactivation of pRSC on Network Dynamics

(A) Left, schematic of the experiment. Right, muscimol injection sites indicated

by the pink arrows, pRSC modules and directed functional connectivity from

pRSC measured by Granger causality analysis.

(B) Effect of module inactivation on behavioral performance. Left, correct rate

(96.2% ± 1.3% for vehicle, 83.8% ± 6.6% for muscimol, *p < 0.05, n = 6 mice,

one-tailed bootstrap, mean ± SEM). Right, movement correlation (n.s.,

p = 0.19, n = 6 mice, one-tailed bootstrap, mean ± SEM).

(C) Example peri-movement activity over 1 s with vehicle or muscimol injection

in pRSC (66.67 ms/image).

(D) Mean activity change with pRSC inactivation compared to vehicle (n.s. for

all cortical modules, p > 0.05, n = 6 mice, one-tailed bootstrap, mean ± SEM).

(E) Mean Thalf-max in cortical modules with vehicle or muscimol injection in

pRSC (n.s. for all cortical modules, p > 0.05, n = 6 mice, one-tailed bootstrap,

mean ± SEM).

(F) Temporal spread of sequential activity with vehicle or muscimol injection

in pRSC.

(G) Temporal spread of trial-by-trial sequential activity with vehicle or musci-

mol injection in pRSC (n.s., p = 0.43, n = 6 mice, one-tailed bootstrap,

mean ± SEM).

(H) Mean pairwise correlations of neural trajectories in the state space defined

by the five factors from factor analysis with vehicle or muscimol injection

in pRSC (n.s., p = 0.36, n = 6 mice, one-tailed bootstrap, mean ± SEM).
within session, p < 0.05; across sessions, p < 0.05, one-tailed

bootstrap). Thus, these no-task mice showed only a limited level

of motor learning. In these mice, both the activity amplitude and

speed in each cortical module did not increase (p > 0.05 in all

modules, regression, Figures 7C and 7D). Accordingly, sequen-

tial activity across cortical modules did not compress in time

(p = 0.56, regression, Figure 7E) and variability of cortex-wide

activity showed only a modest decrease (p < 0.01, regression,

Figure 7F, compare with Figure 3B). Lastly, Granger causality

analysis showed only a minor and slow causality increase from
M2 to some of the cortical areas (Figure 7G), paralleling themod-

erate and slow increase in movement stereotypy. These results

suggest that the observed changes in the macroscale activity

dynamics in the task mice are learning dependent.

Population Dynamics of M2 Neurons during Learning
Revealed by Two-Photon Calcium Imaging
The results so far have identified M2 as an important organizer

of the cortex-wide network during learning. To explore the

cellular basis underlying the change, we performed longitudinal
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Figure 7. Analysis of No-Task Mice

(A) Experimental setup. In each trial, the cue period varied randomly between 2 to 5 s, which was followed by reward delivery without the requirement of lever-

press. Spontaneous lever movements were continuously monitored.

(B) Left, correlation matrix of the lever trajectory in individual trials. Middle, trial-by-trial correlations of the lever trajectory within each session, corresponding to

the central diagonal in the matrix on left (p < 0.05, n = 12 mice, Kruskal-Wallis test, mean ± SEM). Right, trial-by-trial correlations of the lever trajectory across

adjacent sessions (p < 0.05, n = 12mice, Kruskal-Wallis test, mean ±SEM). Unlike the task condition, lever-movement stereotypy onlymildly increased, indicating

a much lower level of motor skill learning in these no-task mice.

(C) Amplitude of movement-related activity at each stage of no-task mice, measured by mean Df/f between 0 ms and +800 ms relative to the movement onset

(n.s. for all cortical modules, p > 0.05, n = 12mice, regression, mean ± SEM). Since aS1BCwere not commonly identified across the no-taskmice, thesemodules

were not considered. Naive, session 1; Early, sessions 3, 5, and 7; Middle, sessions 11, 13, and 15; Late, sessions 16–18.

(D) Thalf-max of 14 cortical modules at each stage (n.s. for all cortical modules, p > 0.05, n = 12 mice, regression, mean ± SEM).

(E) No temporal compression of sequential activity over no-task sessions (p = 0.56, n = 12 mice, regression, mean ± SEM).

(F) Mean pairwise correlations of neural trajectories in the state space defined by the five factors from factor analysis over control sessions (p < 0.01, n = 12 mice,

regression, mean ± SEM). Note that although there is a small increase in the activity-trajectory correlations over sessions, they are generally lower than the

task mice.

(G) Top, matrix of median Granger causality at each stage of no-task mice. Bottom, spatial map of causality from M2 (open circles) to other brain areas at each

control stage. Note that the causality from M2 is weaker, and its emergence is slower than the task mice.
two-photon calcium imaging to examine the dynamics of M2

microcircuits at cellular resolution during learning. We exam-

ined M2 excitatory neurons in L2/3 and L5 using CaMKIIa-

tTA 3 tetO-GCaMP6s transgenic mice (Wekselblatt et al.,

2016) (n = 171 ± 23 neurons per mouse in 9 mice for L2/3,

n = 240 ± 24 neurons per mouse in 7 mice for L5, Figures 8A

and 8B). The same neurons were imaged over the course of

learning (2 weeks). We inferred the spike rate from calcium imag-

ing data using the spike-triggered mixture (STM) model (Theis

et al., 2016). During learning, the ensemble activity during move-

ment shifted earlier in time especially in L5 (p = 0.64 for L2/3,

Kolmogorov-Smirnov test, Figure 8C; p < 0.001 for L5, Kolmo-

gorov-Smirnov test, Figure 8D), and the neurons exhibiting pre-
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movement activity increased in L5 (1.7% ± 0.6% for naive and

9.9% ± 2.5% for expert out of all neurons, p < 0.001, one-tailed

bootstrap; 10.4% ± 1.8% for naive and 18.9% ± 3.1% for expert

out of movement-modulated neurons, p < 0.01, one-tailed boot-

strap). In addition, trial-by-trial correlations of movement-related

activity within and across sessions increased in both layers

(p < 0.05 for L2/3, regression, Figures 8E and 8G; p < 0.001 for

L5, regression, Figures 8F and 8H), suggesting that reliable

and reproducible activity patterns emerged with learning, similar

towhat has been shown inM1 (Peters et al., 2014). This decrease

in variability, however, was not solely due to the decrease

in movement variability. When calculating the activity correla-

tion between similar and dissimilar lever movements, we found



Figure 8. Two-Photon Calcium Imaging of M2 Excitatory Neurons in L2/3 and L5

(A) Left, experimental setup. Right, two-photon images of GCaMP6s-expressing neurons in L2/3 and L5.

(B) Activity of example neurons over learning.

(C) Cumulative probability distribution of activity onsets of movement-modulated neurons in L2/3 (n.s., p = 0.64, n = 231 neurons for naive and n = 640 neurons for

expert, Kolmogorov-Smirnov test). Naive and expert are sessions 1–2 and sessions 11–14, respectively.

(D) Same as (C) for L5 (p < 0.001, n = 264 neurons for naive and n = 726 neurons for expert, Kolmogorov-Smirnov test).

(E) Trial-by-trial population-activity correlation of movement-modulated neurons in L2/3 in each session (p < 0.05, n = 9 mice, regression, mean ± SEM).

(F) Same as (E) for L5 (p < 0.001 n = 7 mice, regression, mean ± SEM).

(G) Trial-by-trial population-activity correlation of neurons that are movement modulated in at least one session in L2/3 across sessions.

(H) Same as (G) for L5.

(I) Trial-by-trial population-activity correlation in L2/3 as a function of trial-by-trial movement correlation within and across naive and expert stages (p < 0.001, n = 9

mice, Friedman test, mean ± SEM).

(J) Same as (I) for L5 (p < 0.001 n = 7 mice, Friedman test, mean ± SEM).

(K) Fraction of movement-modulated neurons over learning for L2/3 (p < 0.001, n = 9 mice, regression, mean ± SEM).

(L) Same as (K) for L5 (p < 0.001, n = 7 mice, regression, mean ± SEM).
higher correlation in expert animals regardless ofmovement sim-

ilarity (Figures 8I and 8J, magenta and gray lines). These in-

creases in the speed and consistency of movement-related

activity of M2 microcircuits resonate with the results from

wide-field imaging.

These changes in population activity were accompanied by

heterogeneous changes of individual neurons, resulting in a turn-

over of the identity of movement-related neurons throughout

learning. Overall, the fractions of movement-modulated neurons

increased in both layers during learning (p < 0.001 for L2/3,

regression, Figure 8K; p < 0.001 for L5, regression, Figure 8L;

STAR Methods), with increases in both movement-activated

and movement-suppressed neurons (Figure S8). Thus, neurons

in M2 are increasingly recruited for the learned movement.

Through these turnovers, however, the population of move-

ment-modulated neurons gradually stabilized (Figure S8). In

line with these turnovers of movement-modulated neurons,

the population activity during individual movements showed

low correlations between naive and expert stages (Figures 8G

and 8H). Activity correlations were consistently low even when

we compared movements with similar kinematics in naive
and expert animals (Figures 8I and 8J, blue lines), indicating

the emergence of a novel activity-movement relationship.

These results at cellular resolution uncover dynamic changes

of neuronal population activity in M2 underlying its evolving con-

trol over the cortex-wide activity during learning.

DISCUSSION

Our wide-field calcium imaging provides an unbiased, macro-

scopic view of the activity dynamics across the dorsal cortex.

This approach afforded us sufficient temporal resolution and

signal-to-noise ratio to uncover novel emergent properties of

cortex-wide dynamics with single-trial analyses. Distinct brain

areas could be identified based solely on the correlation struc-

tures of activity of individual pixels. For many areas in the rodent

cortex, the precise locations and the borders between areas are

often poorly defined. Wide-field calcium imaging with the ICA-

based pixel grouping provides an efficient way to functionally

define cortical modules in individual mice. It is also likely that

future imaging performedwhilemice are in richer behavioral con-

texts and presented with a larger repertoire of sensory stimuli
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would identify additional cortical modules and perhaps subdi-

vide some of the modules defined in this study. Intriguingly,

some modules were identified across hemispheres, while other

modules were separated in each hemisphere. In general, primary

areas such as M1 and S1 were identified separately in each

hemisphere, while higher and associational areas such as M2,

PPC, and RSC were identified as bilateral modules. This obser-

vation may support the view that bilateral interactions are

important for the functions of higher brain areas (Li et al.,

2016), resulting in more correlated macroscale activity in both

hemispheres of these higher areas.

We found that the learning of the lever-press task involved

distributed activation of most of the cortex, forming a macro-

scopic sequential activity. With learning, this macroscopic

sequence of activity during movement execution became more

temporally compressed and reproducible, suggesting a more

efficient and reliable signal transmission across cortical mod-

ules. A recent study described a macroscopic activity sequence

in a context-dependent decision-making task (Siegel et al.,

2015). Our results suggest that such an activity sequence

evolves as a function of learning. It is important to note that

the temporal compression of cortical activity flow is not a result

of an enhanced speed of the movement. The temporally

compressed and reliable cortical activity sequence may evolve

with learning to more effectively trigger subcortical movement

machinery.

Our unbiasedmonitoring of macroscopic dynamics revealed a

surprising role acquired by M2. (We note that our M2 overlaps

with areas that are sometimes referred to as frontal association

area and other times as ALM. The available data do not distin-

guish whether these areas are actually the same area with

different names or overlapping but distinct.) With learning, a

novel activity stream emanated from M2 and flowed to the rest

of the cortex, and the activity of M2 acquired a predictive role

of the activity of the other modules on amoment-by-moment ba-

sis. This is as if M2, after learning, acts as a conductor to orches-

trate the network activity of the rest of the cortex. We note that

this correlation-based Granger causality analysis does not

address whether the causality is due to direct connectivity. We

also note that it is unlikely that M2 is the only area that drives

the behavior. Nevertheless, consistent with the increase of the

causality fromM2 to othermodules, our inactivation experiments

showed that M2 is necessary for the rapid induction and reliable

execution of macroscopic sequential activity acquired with

learning. Concurrently, learning induced novel and stable move-

ment-related populations in M2, resonating with another recent

study observing the Arc promoter activity during motor learning

(Cao et al., 2015). Premotor cortex such as M2 is generally

considered to be important for movement planning and prepara-

tion (Churchland et al., 2006; Godschalk et al., 1985; Guo et al.,

2014; Murakami et al., 2014; Weinrich and Wise, 1982), pre-

sumably through its reciprocal connections with M1 and direct

subcortical projections. These previous recordings were ob-

tained from well-trained animals. Our results suggest that the

role of M2 in movement preparation may evolve with learning.

This study lends support to the view that the brain has multiple

modes of operation to generate a given movement. Our recent

study demonstrated that there is substantial degeneracy be-
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tween microcircuit activity of M1 and movement kinematics

and that motor learning shapes the relationship between M1 ac-

tivity and movement (Peters et al., 2014). Our current study ex-

tends this notion to macroscale activity across cortical areas.

Specifically, there appear to be two different modes of move-

ment execution: M2-independent and M2-dependent, the latter

of which may be a hallmark of learned movements. Such recruit-

ment of the frontal cortex during learning is consistent with the

notion that cognitive control is critical during skill acquisition

(Floyer-Lea and Matthews, 2004; Sakai et al., 1998; Toni et al.,

1998) and is reminiscent of our recent study demonstrating

that learning recruits top-down control in sensory processing

(Makino and Komiyama, 2015). We propose that the cortical ac-

tivity flow is fundamentally flexible, and a unique and novel activ-

ity flow may emerge specifically for each learned behavior.
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Mouse: CaMKIIa-tTA, B6;CBA-Tg(Camk2a-tTA)1Mmay/J The Jackson Laboratory RRID: IMSR_JAX: 003010

Mouse: tetO-GCaMP6s, B6;DBA-Tg(tetO-GCaMP6s)2Niell/J The Jackson Laboratory RRID: IMSR_JAX: 024742
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ScanImage Vidrio Technologies RRID: SCR_014307
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decomposition
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int/products/stereo-zoom-
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community/life_science_camera/

product/search/C11440-22CU/

index.html

Movable objective microscope (MOM) Sutter Instrument https://www.sutter.com/

MICROSCOPES/mom.html

Arduino Arduino https://www.arduino.cc/

Bpod SanWorks https://sites.google.com/site/

bpoddocumentation/

Transparent graphene electrode array Kuzum et al., 2014 N/A
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

All procedures were in accordance with the Institutional Animal Care and Use Committee at University of California, San Diego. Mice

were obtained from The Jackson Laboratory (Thy1-GCaMP6s: C57BL/6J-Tg(Thy1-GCaMP6s)GP4.3Dkim/J [JAX 024275]; Thy1-

GFP: B6;CBA-Tg(Thy1-EGFP)SJrs/NdivJ [JAX 011070]; CaMKIIa-tTA: B6;CBA-Tg(Camk2a-tTA)1Mmay/J [JAX 003010]; tetO-

GCaMP6s: B6;DBA-Tg(tetO-GCaMP6s)2Niell/J [JAX 024742]). Mice were typically group housed with a reversed light cycle

(12h-12h) in standard plastic disposable cages. Experiments were performed during the dark period. Both male and female healthy

adult mice were used and randomly assigned to each experimental group. Mice had no prior history of experimental procedures that

could affect the results.

METHOD DETAILS

Surgery
For wide-field calcium imaging

Adult mice (between 6 weeks and 4 months old) were anesthetized with 1%–2% isoflurane and a circular piece of scalp was

removed. After cleaning the underlying bone using a razor blade, a custom-built head-post was implanted to the exposed skull

(�0.5 mm posterior to lambda) with cyanoacrylate glue and cemented with dental acrylic (Lang Dental). The skull was protected

by cyanoacrylate glue applied several times over�1 hr. Heat shrink tube (diameter: 2 cm) cut to�5mmwas then glued to the circum-

ference of the skull, which minimized the entry of the excitation light to the eyes during imaging. General analgesia (buprenorphine,

0.1 mg/kg body weight) was subcutaneously injected and mice were monitored until they recovered from anesthesia. Any mice that

had poor optical access to the cortex due to infection, poor surgery etc. were excluded.

For two-photon calcium imaging

Adult mice (between 6 weeks and 4 months old) were anesthetized with 1%–2% isoflurane. Dexamethasone (2 mg/kg body weight)

and baytril (10 mg/kg body weight) were injected subcutaneously. A custom-made head plate was attached to the skull with dental

cement and craniotomy (1.5 mm diameter) was performed over the right M2 module. A chronic imaging window was implanted con-

sisting of a glass plug glued on to a larger glass base (Komiyama et al., 2010). Buprenorphine (0.1 mg/kg body weight) was given

subcutaneously at the end of surgery.

Behavior
For wide-field calcium imaging

After recovery from surgery, mice were water restricted to 1 mL per day. After a few weeks of water restriction, mice were trained to

perform the lever-press task one session per day over weeks. The behavior setup, which was controlled by software (Dispatcher,

Z. Mainen and C. Brody) running on MATLAB with a real-time system (RTLinux), has been described previously (Peters et al.,

2014). Briefly, a 6 kHz tone (up to 10 s) marked a cue period, during which a successful lever press was rewarded with water

(�10 mL per trial) paired with a 500 ms, 12 kHz tone, and an inter-trial interval (variable duration of 8-12 s) followed. A successful lever

press was defined as crossing of two thresholds (�1.5mm and�3mmbelow the resting position) within 200ms. The 3mm threshold

defined the displacement required for a successful press and the 1.5 mm threshold prevented the mouse from holding the lever near

the lower threshold. Failure to press the lever passing the two thresholds during the cue period triggered a loud white noise and an

inter-trial interval. Lever presses during inter-trial intervals were neither rewarded nor punished. Each training session was terminated

when the animal reached �80 successful trials or when it stopped performing. One mouse failed to learn the task and was excluded

from analyses. For the no-task experiment, the task structure was similar except that reward (�10 mL water per trial) was delivered

after variable duration of a cue (2-5 s) in each trial without the requirement of lever-press. Each no-task session contained 80 trials.

The lever position was continuously monitored through a piezoelectric flexible force transducer using LabVIEW (National Instru-

ments) and licking was detected by a touch detector (Slotnick, 2009) or an infrared lickometer (Island Motion Co.). The lever position

and licking were constantly recorded by Ephus in MATLAB (MathWorks).

For two-photon calcium imaging

After recovery from surgery, mice were water restricted to 1 mL per day. After 14 days of water restriction, mice were trained to

perform the lever-press task one session per day for 14 days with simultaneous two-photon imaging. The behavior setup was

controlled by an open-source, Arduino-based behavioral control software (Bpod, SanWorks) and Arduino boards (Arduino). The

lever-press task was designed similarly as described in the above section except for the duration of auditory cue (30 s in the first

session and 10 s in later sessions) and inter-trial interval (variable duration of 10-15 s). Mice performed 120 ± 2 (mean ± SEM) trials

per session.

Movement analysis
Lever traces were first down-sampled from 10 kHz to 1 kHz and then filtered (4 pole 10 Hz low-pass Butterworth). The velocity of the

lever was then determined by smoothing the difference of consecutive points with amoving averagewindow of 5ms. The envelope of

the velocity was then extracted using a Hilbert transform, and movement bouts were defined by the envelope crossing a threshold

(4.9 mm per second). Bouts separated by less than 200 ms were considered continuous. The beginning and end of each movement
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bout were identified as previously described (Peters et al., 2014). Briefly, movement was detected by a velocity threshold (4.9mmper

second), and the onset and offset of movement bouts were identified by the lever position leaving or entering the resting period

respectively. The trials in which animals were moving the lever at the onset of cue were excluded. Lever traces on different trials

were collected from the onset of each intended movement to 800 ms after the onset of movement, which was approximately the

duration of intended movements for all animals over all sessions (610.7 ± 72.8 ms, mean ± SEM). The intended movement was

defined as the movement initiated between cue onset and reward. In the no-task mice, movements selected for activity analysis

were those initiated after the cue onset and the time between passing the first and second thresholds was less than 200 ms during

the cue. Similarity of lever trajectories across trials was computed by Pearson correlation (Figures 1C, 2H, 3C, 5B, 6B, 7B, 8I, and 8J).

Changes in lever correlations in task and no-task mice were compared by computing a slope of a linear fit for individual mice.

Data acquisition by wide-field calcium imaging
Wide-field calcium imagingwas performed using a commercial fluorescencemicroscope (Axio Zoom.V16, Zeiss, objective lens (13 ,

0.25 NA)) and a CMOS camera (ORCA-Flash4.0 V2, Hamamatsu) through the intact skull. Images were acquired using HCImage Live

(Hamamatsu) at 29.98 Hz, 512 3 512 pixels (field of view: 11 mm 3 11 mm, binning: 4, 16 bit) every other session of behavioral

training. Each session consisted of several trial blocks, each of which contained 9000 frames corresponding to 5 min. For some

mice, every other block was imaged to minimize potential photobleaching. Imaging and behavioral data were acquired simulta-

neously and aligned offline based on a synchronization signal.

Two-photon calcium imaging
Imaging was conducted with a commercial two-photon microscope (MOM, Sutter Instrument, retrofitted with a resonant galvanom-

eter-based scanning system from Thorlabs), 16 3 objective (Nikon) and 925 nm excitation light (Ti-Sapphire laser, NewPort)

controlled by ScanImage (Vidrio Technologies). Images were recorded at approximately 28 Hz continuously, with a field of view

of 472 3 508 mm with 512 3 512 pixels. Frame times were recorded and synchronized with behavioral recording by Ephus. Slow

drifts in imaging field were manually corrected using reference images. Imaging was performed approximately 250 mm deep from

dura for L2/3 and 500 mm for L5. 4 mice were imaged for L2/3 only, 2 mice for L5 only, 5 mice for both (alternating between L2/3

and L5 each day).

Multi-unit recording
Thy1-GCaMP6smice were anesthetized with 1%–2% isoflurane and a circular piece of scalp was removed to expose the skull. After

cleaning the soft tissue on top of the bone using a surgical blade, a custom-built head-bar was implanted to the exposed skull over

the cerebellum (�1 mm posterior to lambda) with cyanoacrylate glue and cemented with dental acrylic (Lang Dental). The dorsal sur-

face of the skull was left uncovered. A craniotomy (�1 mm in diameter) was made over the frontal cortex. Another small craniotomy

was made posterior and lateral to the recording site and a ground wire was placed under dura. Electrophysiological recording was

performedwith a tungsten electrode (FHC) with impedance�250 kUmeasured at 1 kHz. Electrodewas held by a custom-made elec-

trode holder attached to a micromanipulator (MP-285, Sutter Instrument). After the mouse recovered from anesthesia, the electrode

was inserted into the frontal cortex at 30� to the horizontal plane. Distance traveled was recorded and used to estimate the location of

the electrode tip. Electrical signal was amplified and recorded using RHD2000 Evaluation System (Intan Technologies) at 20 kHz with

simultaneous wide-field calcium imaging (Figures S2H–S2J).

Electroencephalography
Thy1-GCaMP6s mice were prepared as described in the above section. A transparent graphene electrode array (Kuzum et al., 2014)

with 4 3 4 channels (1.8 3 1.8 mm for the whole array and 180 3 180 mm for each channel, data recorded by channels with

impedance < 1 kUwere used for analysis) was place over the right S1HL (1.8 mm lateral and 1mmposterior to bregma) and electrical

gel (Parker Laboratories) was applied locally to ensure good contact. A stainless-steel screw (F000CE156, J.I. Morris) was implanted

over cerebellum as reference. After the mouse recovered from anesthesia, EEG recording and wide-field calcium imaging were per-

formed simultaneously. Electrical signal was amplified and recorded using RHD2000 Evaluation System (Intan Technologies) at

10 kHz (Figures S2E–S2G).

Electrophysiology and EEG data analysis
Calcium event detection for wide-field imaging

Calcium traces were extracted by taking the mean Df/f (Df/f was calculated as described in section Wide-field calcium imaging anal-

ysis) within ROIs. The first derivative (velocity) of the smoothed Df/f trace (loess, 1 s) was calculated and the inactive portion

was defined as the periods when the velocity was within the standard deviation of the whole velocity trace. Events were defined if

the velocity trace crossed the standard deviation of the inactive portion of the velocity trace. This method detected sharp rises in

Df/f. For each event, the onset time was first estimated as the time when the velocity exceeded the velocity criterion, and the offset

time was estimated as the time when the velocity dropped below zero for the first time after the onset. The onset time was further

refined as follows. For each event, the baseline Df/f was defined as the value at the first time point when the velocity was above

zero before the offset time, and Df/f noise level was defined as the mean of the absolute difference between the raw and smoothed
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Df/f traces. The onset was refined as the last time point before the offset time when the Df/f value is within the noise level from the

baseline Df/f. The offset time was further refined as the time of the highest Df/f value within five frames before and after the initial

estimate. Calcium events with a preceding inactive period of at least 1 s were selected for EEG and MU data analysis (Figures

S2G, S2I, and S2J). For EEG experiments, an ROI around the right S1HL area under the transparent electrode and another ROI

with the similar size on the left frontal areawere drawnmanually. ForMU recording, a 1-mmcircle centered at the estimated electrode

tip was used as ROI.

MU data analysis

Recorded signal was first band-pass filtered by 500–10000 Hz. A threshold was determined as 3 times themedian absolute deviation

of the whole recording session below the mean. Signal deflections that exceeded the threshold were registered as spikes. Spike

trains from �1 to +1 s relative to calcium event onset were aligned and the firing rate was calculated using a 50-ms moving window

with 10-ms steps. To determine the onset of MU activity, activity during�1 to�0.5 s was pooled as baseline. The firing rates at each

data point were compared to the baseline by bootstrap (10,000 repetitions) and significantly modulated data points were identified

(p < 0.01). We defined significantly modulated periods as those with at least 4 consecutive significant points (Figures S2H–S2J).

EEG data analysis

EEG traces were first filtered (2 pole 50 Hz low-pass Butterworth) and then down-sampled to 1 kHz. EEG traces from �1 to +1 s

relative to calcium event onset were aligned. The aligned EEG traces were directly used to detect the modulation of EEG activity

by bootstrapping as described in the above section (Figures S2E–S2G).

pRSC/M2 inactivation
Following 15 sessions of behavioral training, muscimol hydrobromide (5 mg/mL, Sigma) was injected in pRSC (bilateral injections at

0.3 mm lateral and 3.2 mm posterior to bregma at the depths of 300 mm and 600 mm from the brain surface) or M2 (bilateral injections

at 1.0 mm lateral and 2.6 mm anterior to bregma at the depths of 300 mm and 600 mm from the brain surface) under anesthesia with

1%–1.5% isoflurane with a beveled pipette (�20 mm tip in diameter) through a small (�0.5 mm in diameter) craniotomy (�10-30 nL at

each site at the speed of �20 nL/min). Pipettes were left in the brain for additional �4 min after each injection. As a control, vehicle

(saline) was similarly injected. Following injections, mice recovered from anesthesia in their home cage for 1-1.5 hr before behavioral

testing and imaging. The same procedure was repeated 3 times for muscimol and vehicle injections (onemuscimol or vehicle session

per day, total of 6 sessions) and results were averaged. In two cases ofM2 inactivation, micewere obviously impairedwithmovement

and failed to lick during task and these sessions were excluded. In two other animals, the S1/M1FL module was not identified from

PCA/ICA, possibly due to muscimol spread into this area, and these sessions were also excluded from data analysis.

Two-photon calcium imaging during M2 inactivation
To determine the effectiveness of muscimol inactivation (Figure S7A), baseline activity of M2 excitatory neurons from three awake

animals (cross between CaMKIIa-tTA and tetO-GCaMP6s) was recorded under a two-photon microscope through a chronic glass

window. After 10-min baseline recording, muscimol injection (�20 nL at the depths of 300 mmand 600 mmat the speed of�20 nL/min)

was performed as described in the above section, through a small hole drilled through the glass window, �1 mm from the imaging

site. After injection, mice recovered from anesthesia in their home cage for 1-1.5 hr before another 10-min two-photon recording.

Fluorescein injection
To approximate the spread of muscimol during inactivation experiments (Figure S7B), a low-molecular-weight fluorescein (disodium

salt, MW = 412, Fisher, (Siniscalchi et al., 2016)) was injected in the left M2 of two wild-type mice following the same procedure of

muscimol injection. Fluorescein was at the same concentration and volume used formuscimol injection (�25mM,�20 nL at each site

at the speed of �20 nL/min). 1 hr after injection, animals were anesthetized (ketamine/xylazine, 150 mg/kg, 12 mg/kg body weight)

and perfused transcardially with 1 3 PBS. The brain was immediately sectioned at 200 mm with a vibratome (VT1000 S, Leica) and

brain slices were imaged using a fluorescence microscope (Axio Zoom V16, Zeiss, objective lens 1 3 , 0.25 NA). All slices were

imaged at the same parameters including the exposure time and excitation power. Images of brain slices were registered with the

coronal mouse brain atlas from the Allen Brain Institute to estimate the AP location and structures. The total brightness of fluorescein

of each brain slice was measured in MATLAB as follows. For each slice, a baseline ROI was drawn manually in the hemisphere

without fluorescein injection at the location corresponding to the fluorescein signal. The signal ROI was defined as the continuous

pixels whose brightness exceeds the mean + 53 SD of the baseline ROI. The same ROI was further applied to the other hemisphere

as the background ROI to ensure that the location and number of selected pixels were same between two hemispheres. The total

brightness of each brain slice was calculated by subtracting the integrated brightness of pixels within the background ROI from

the signal ROI.

Inhibition of synaptic transmission with NBQX/CPP
Awake condition

Five animals (Thy1-GCaMP6s) under light anesthesia (0.8%–0.5% isoflurane) were injected with a mixture of NBQX (2-4 mM, Tocris)

and CPP (1-2 mM, Tocris) in left S1HL (1.8 mm lateral and 1.0 mm posterior to bregma at the depths of 300 mm and 600 mm from the

brain surface) with a beveled pipette (�20 mm tip in diameter) through a small (�0.5mm in diameter) craniotomy (�100-200 nL at each
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site at the speed of�20 nL/min). Pipettes were left in the brain for additional�4 min after each injection. As a control, vehicle (saline)

was similarly injected. Following injections, mice recovered from anesthesia in their home cage for �15-20 min before behavioral

testing and imaging (Figure S2C). We avoided M2 as the injection site since blocking synaptic transmission in this area could result

in a complicated effect, such as a change in movement, and this potential confounding factor would make the interpretation difficult.

Anesthetized condition

Three mice were anesthetized with an intraperitoneal injection of a mixture of ketamine/xylazine (100 mg/kg, 8 mg/kg body weight).

�15 min after ketamine/xylazine injection, a foot shock (0.5 mA, 500 ms-long) was delivered to the right hind limb every 20 s through

two wires attached to a stimulus isolator (A.M.P.I) while the cortex was imaged. A control session (14-15 trials, no injection) was fol-

lowed by an inhibition session (14-15 trials) in which a mixture of glutamate receptor antagonists, NBQX (2 mM, Tocris) and CPP

(1 mM, Tocris), was injected into the left S1HL as above. The inhibition session was carried out �15 min after NBQX/CPP injection.

The anesthesia depth was constantly monitored by toe pinch and eye poke, and an additional dose was supplied when necessary

(Figure S2D).

Wide-field calcium imaging analysis
Pre-processing

All analyses were performed using custom codes in MATLAB (MathWorks). 512 3 512 pixel images were first down-sampled to

1283 128 pixels. To obtain Df/f time series for each pixel, time-varying baseline fluorescence (f) was estimated for a given time point

as the 10th percentile value over 30 s around it. For the beginning and end of each imaging block, the following and preceding 15 s

window was used to determine the baseline, respectively.

Principal/independent component analysis

Df/f time series for each pixel was aligned to movement data and the frames during the peri-movement epoch (�200 ms to +800 ms

relative to the movement onset) were concatenated across all trials from all sessions for each animal to perform principal component

analysis (PCA). In PCA, pixels were treated as variables and the Df/f time series for individual pixels were treated as observations.

Here, principal components corresponded to uncorrelated but not necessarily independent spatial modes. The first 40 principal com-

ponents that explained 94.42 ± 0.75 (mean ± SEM)%of the total variance were subsequently used for independent component anal-

ysis (ICA). ICA is a data transformation method that finds independent sources of activity in recorded mixtures. The ICA algorithm

adopted in the current study was JADER (Cardoso, 1999), which decomposes mixed signals into independent components by mini-

mizing the mutual information (estimated by cross-cumulants) using a series of Givens rotation. The components were considered to

be independent when the Givens angle in each rotation was smaller than 7.83 10�9 rads. Forty independent components were ex-

tracted by JADER based on the first 40 principal components. Here, independent components were spatial modes forced to be as

independent as possible. Most independent components corresponded to known brain structures or a particular type of artifacts due

to blood vessels or motion. Independent components corresponding to artifacts were manually identified and excluded, and the re-

maining independent components were considered as cortical modules and named based on the mouse brain atlas from the Allen

Brain Institute (Figure S3A). Images were reconstructed by first calculating the products of weights of the independent components

with scores of their time series, and then adding to each pixel the mean value of that pixel from the original movie. The second step

was performed because the initial PCA subtracted the mean of each pixel. The resulting reconstructed movie specifically retains the

activity of individual cortical modules, while effectively reducing artifacts.

Activity analysis

To identify common cortical modules across mice (Figures S3B and S3C), cortical modules from 8 mice from the first set of exper-

iments were compared.We randomly selected amouse and used it as a template. Modules in the templatemouse were compared to

modules from other mice through spatial correlations. For a given template module, the module with the highest spatial correlation

coefficient from another mouse was considered to be a common module between the two mice and the similarity of modules across

the two mice was manually confirmed. In the case where multiple template modules identified the samemodule from another mouse

as common, only the onewith higher similarity was selected throughmanual inspection. The templatemousewas similarly compared

with all the non-template mice, which in the end yielded 16 non-overlapping cortical modules that were commonly identified across

all mice in the task experiment. The coordinates for the centers of these 16 modules are: M2: ± 1.2 ML, +2.3 AP; left and right

S1/M1FL: ± 3.2 ML, +1.3 AP; left and right aS1BC: ± 3.8 ML, �0.4 AP; left and right M1: ± 2.6 ML, �0.4 AP; left and right

S1HL: ± 1.8 ML, �1.0 AP; left and right pS1BC: ± 3.3 ML, �1.6 AP; PPC: ± 2.1 ML, �1.8 AP; aRSC: ± 0.8 ML, �1.8 AP;

pRSC: ± 0.9 ML, �3.1 AP; left and right visual cortex: ± 3.0 ML, �3.3 AP. For pRSC and M2 inactivation experiments (Figures 5,

6, S7C, and S7D), pRSC and M2 modules were not considered, respectively. For these experiments, the ICA-based method

described above was applied in the control and inactivation sessions, and those modules that matched the template modules

were selected via manual inspection. In cases where matching modules were not identified in the ICA method, the corresponding

modules from the initial learning experiment from the same animal were used. For the no-task experiment, a similar procedure

was followed to the task experiment, which yielded 14 non-overlapping cortical modules that were commonly identified across all

mice. For each cortical module, Df/f time series was computed as the mean of the pixel values within each independent component

above a weight threshold of 3.5.
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Only correct trials were considered. To analyze the amplitude ofmovement-related activity (Figures 1F, 5D, 6D and 7C), peri-move-

ment Df/f of each cortical module in each mouse was trial-averaged and the Df/f value at �200 ms of the trial-averaged trace was

subtracted. The mean of the trial-averaged peri-movement Df/f between 0 and +800 ms relative to the movement onset was consid-

ered as movement-related activity. These values were further binned into 4 different learning stages by taking their mean in each

mouse (naive: session 1; early: sessions 3, 5 and 7; middle: sessions 11, 13, 15; late: 3 sessions after the 15th session, which cor-

responds to sessions with vehicle injection into pRSC). The same bins were used hereafter unless noted otherwise. Thalf-max (Figures

2C–2H, 5E–5G, 6E–6G, 7D, 7E, S5, and S6A) was obtained by subtracting the Df/f at the movement onset from peri-movement Df/f

and normalizing the resulting trace to the peak value between 0 to +800ms. The time from themovement onset to that corresponding

to the normalized Df/f of 0.5 was then identified as Thalf-max. If, in a given module, the sum of single-trial Df/f or trial-averaged Df/f

during the last 400 ms of the peri-movement epoch was negative, Thalf-max was not determined for the single-trial (trials excluded

over learning: 9.3 ± 2.4 (mean ± SEM) %) or trial-average (sessions excluded over learning: 1.4 ± 0.5 (mean ± SEM) %) analysis,

respectively. Temporal compression of sequential activity (Figures 2G, 2H, 5G, 6G, and 7E) was measured by standard deviation

of Thalf-max from 16 cortical modules on a trial-by-trial basis and averaged in each mouse. If a trial is composed of negative Df/f in

more than 11 out of 16 modules, the trial (2.7 ± 1.1 (mean ± SEM) % over learning) was excluded from the analysis.

To visualize system-wide neural trajectories, we used factor analysis with 5 common factors usingMATLAB and custom code (Fig-

ures 3, 5H, 6H and 7F). Factor analysis was used since it can effectively discard independent variability unique to each module

compared to PCA.

For the experiment of inhibiting synaptic transmission (Figures S2C and S2D), ROIs were manually drawn around the injection site

(�1 mm in diameter). Pixels directly over the craniotomy were excluded as craniotomy occasionally occluded fluorescence signal.

The shock onset frame was subtracted from all the frames and the mean of trial-averaged Df/f during 2 s after shock onset was

calculated.

For the control experiment testing whether the fluorescence signal was due to calcium (Figures S3D and S3E), the same indepen-

dent components as above were applied to raw Df or Df/f images (i.e., without removing artifacts with PCA/ICA) of Thy1-GCaMP6s

and Thy1-GFP mice. To analyze the amplitude of fluorescence changes, peri-movement Df or Df/f of each cortical module in each

mouse was trial-averaged and the Df or Df/f value at�200 ms of the trial-averaged trace was subtracted. The mean of the trial-aver-

aged peri-movement Df or Df/f between 0 and +800 ms relative to the movement onset was considered as movement-related fluo-

rescence changes.

To determine whether the temporal compression of sequential activity reflected changes in behavioral parameters, such as move-

ment speed and lever trajectory correlations, the trial-by-trial temporal activity spreadwasmeasuredwithin similar behavioral param-

eter ranges. For movement speed (Figure 2H), trials were separated into 3 speed bins (lever displacement over 400 ms after move-

ment onset, binned into 3 equal numbers of trials across all movements: 0.0043 to 0.0154 mm/ms; 0.0154 to 0.0203 mm/ms; 0.0203

to 0.0589 mm/ms) at each learning stage. For each speed bin, temporal activity spread was then calculated with standard deviation

and normalized to the naive stage. These valueswere then averaged across speed bins. For lever trajectory correlations (Figure 2H), a

template lever trajectory was created by averaging randomly chosen 50%of trials of the late stage. For each learning stage, trials with

lever trajectory correlations ofmore than 0.6 with the template were analyzed. For the late stage, trials were selected for analysis from

the remaining 50% of the trials. Temporal activity spread was then determined in these trials at each learning stage. The p value for

temporal compression with similar levels of lever correlations was determined as a probability of obtaining a positive slope with

regression after computing the slope in bootstrap-resampled data in 1,000 permutations.

To determine whether the enhanced activity reliability after learning was not solely attributable to the increase in lever trajectory

correlations (Figure 3C), activity trajectory correlations in state space defined by Factor analysis were computed for different lever

correlation bins (�0.6 to �0.4; �0.4 to �0.2; �0.2 to 0; 0 to 0.2; 0.2 to 0.4; 0.4 to 0.6) at the naive and late stages.

Space-frequency singular value decomposition

Space-frequency SVD was performed using Chronux version 2.11 (Figure 4A) (Mitra and Bokil, 2008) (http://chronux.org). Briefly,

time series data were created for each pixel by concatenating trial-by-trial Df/f traces during the peri-movement epoch (�200 ms

to +800ms relative to themovement onset) for each session in eachmouse. This rearranged dataset exhibits peaks at a fundamental

frequency of 1 Hz and its harmonics when represented in a frequency domain. The time series was centered by subtracting themean

value for each pixel. The power spectrum was obtained from the space-time data through Fourier transforms with 18 Slepian tapers.

A space-frequency SVD was then applied to the resulting complex matrix to obtain spatial patterns of coherence for a fixed fre-

quency; in this case the frequency was set to be 1 Hz and other parameters were set as the following (frequency band: between

0.1 and 20 Hz; time-bandwidth product = 10; pad = 0; mode kept = 18. The results were robust to different parameter choices.).

The decomposed data provide orthogonal sets of spatial modes representing the spatial distribution of coherence at 1 Hz and phase.

Gradients in the phase indicate the direction of traveling waves during the peri-movement epoch. We only focused on the leading

spatial mode determined by the highest singular value for our analysis, which accounted for 37.2 ± 1.3%, 37.0 ± 1.2%, 36.8 ±

2.5% and 38.6 ± 2.1% of total variance at naive, early, middle and late stage, respectively (mean ± SEM). The magnitude and phase

of the leading spatial mode were then averaged across mice at each learning stage. The magnitude was binned into 24 equally

spaced values for a display purpose. The phasewas also binned into 12 equally spaced values but pixels with the lowest 3magnitude

bins were excluded for display. As expected, coherence, calculated by the ratio of the power of the leading mode to the total power,

revealed peaks at 1 Hz and its harmonics.
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As another measure of activity propagation (Figure S6A), Thalf-max was determined in individual pixels on trial-averaged activity

traces in each mouse at each learning stage. Thalf-max was then averaged across mice and binned into 12 equally spaced values

for a display purpose.

Granger causality analysis

Granger causality analysis was performed using themultivariate Granger causality toolbox (Figures 4B, 5A, 6A, 7G, and S6B) (Barnett

and Seth, 2014). For each cortical module, Df/f at the time of movement onset was first subtracted from Df/f time series during the

peri-movement epoch in a given trial to meet the covariance stationary precondition (i.e., no change in mean and variance over time).

Time series data were then created for each module by concatenating the resulting Df/f traces for all mice (task: n = 8 mice; no-task:

n = 12 mice). Time-domain Granger causality was then calculated from the time series data with the multivariate Granger causality

toolbox. This toolbox computes Granger causality based on vector autoregressive modeling. The number of time lags (model order)

was estimated by Akaike information criteria with themaximum set to be 20. Ordinary-least-squares was used to compute regression

coefficients. Pairwise conditional causality was then calculated. (i.e., for a given ‘to’ module (‘X’), conditional causality for a ‘from’

module (‘Y’) is the degree to which Y’s past helps predict X, over and above the degree to which X is predicted by the past of X

and the other conditioning modules (task: 14 modules; no-task: 12 modules)). Conditional causality values that reached statistical

significance (p < 0.01) after false discovery ratemultiple comparison correctionwere kept and others were set to zero, and themedian

of the causality values across mice was obtained at each learning stage.

Two-photon calcium imaging analysis
Images were first aligned frame-by-frame using a custom MATLAB program to correct lateral movements. ROIs were manually

drawn using a custom MATLAB program by visual inspection on neurons that showed at least one fluorescence transient in at least

one session and were aligned across sessions using a customMATLAB program. Therefore, our analysis excludes completely silent

neurons.

Fluorescence analysis

Fluorescence analysis was processed as described (Peters et al., 2014). Briefly, pixels within each ROI were averaged to create a

fluorescence time series and neuropil signal from a ring-shaped background ROI surrounding each neuronal ROI was subtracted.

The corrected neuronal fluorescence traces were subjected to spike rate inference using the spike triggered mixture algorithm

(STM) (Theis et al., 2016). Briefly, the neuronal fluorescence traces were first up-sampled to 100 Hz. For each data point, the spike

number during 10-ms bin was inferred using ‘‘an extension of generalized linear model’’ trained on simultaneous recordings of spikes

and calcium traces. The inferred spike rate (at 100 Hz) was resampled to the imaging frequency for further analysis. The Df/f traces

were calculated as previously described (Peters et al., 2014). Sessions with fewer than 30 trials were excluded.

Movement-modulated neurons were identified by comparing activity at frames between �312 ms and �227 ms relative to the

movement onset (baseline) and the activity at each frame after themovement onset. For a given neuron, the baseline was determined

by taking the mean of randomly chosen 30 trials in each session. This value was then compared to mean activity from randomly cho-

sen 30 trials for each post-baseline frame (�227 ms to 1.8 s after movement onset), and this process was repeated 100 times. If the

mean activity was either larger or smaller than the baseline activity in more than 95% of the repetition, the frame was deemed to be

significantly modulated (activated or suppressed). A neuronwithmore than 20%of significantly modulated frameswas considered to

be a movement-modulated (activated or suppressed) neuron. For the single-trial analyses (Figures S8C and S8F), for a given neuron,

if more than 20% of the post-baseline frames were either larger or smaller than 2 times standard deviation of the baseline activity in a

given trial, this neuron was considered movement-modulated for the trial.

To measure trial-by-trial correlations of population activity (Figures 8E–8J), activity of neurons that were movement-modulated in

at least one session was concatenated for each trial and its correlation coefficients across trials were calculated. Trial-by-trial cor-

relations of cell identity (modulated or not) were similarly calculated by binarizing a neuron based on itsmovementmodulation per trial

and this vector was compared across trials (Figures S8C and S8F).

Activity onset timing was determined only for movement-modulated neurons and defined by the first frame at which the following 3

consecutive frames were significantly modulated (Figures 8C and 8D), Sessions 1-2 and sessions 11-14 were considered as ‘‘naive’’

and ‘‘expert,’’ respectively.

Immunohistochemistry
Mice were anesthetized (ketamine/xylazine, 150 mg/kg, 12 mg/kg body weight) and perfused transcardially with 4% paraformalde-

hyde. Brains were then cyroprotected in a 30% sucrose solution overnight. 30 mm coronal sections were cut with a microtome

(Microm HM 430, Thermo Scientific) and blocked in a solution consisting 4% normal goat serum, 1% BSA and 0.3% Triton X-100

in 1 3 PBS for 1 hr at room temperature. They were soon after incubated overnight at 4�C with primary antibodies (1:1000 chicken

anti-GFP, Aves Labs; 1:1000 mouse anti-GAD67, Millipore) diluted in a blocking solution. After washing, sections were then incu-

bated in Alexa Fluor–conjugated secondary antibodies (1:1000 anti-chicken 488; 1:1000 anti-mouse 594, Invitrogen) for 2 hr at

room temperature. Slices were then mounted with a mounting medium for DAPI staining (Vector Laboratories) and imaged using

a fluorescence microscope (ApoTome.2, Zeiss, Figures S2A and S2B).
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QUANTIFICATION AND STATISTICAL ANALYSIS

Experimenters were not blind to the experimental conditions. Statistical significance was defined by alpha pre-set to 0.05. Error bars

indicate standard errors of the mean (SEM) unless noted otherwise. All the statistical tests are described in the figure legends and

each test was selected based on data distributions using histograms. Detailed statistical procedures are described in each sub-sec-

tion ofMETHODDETAILS. Sample sizeswere predeterminedwithout any statistical methods but based on those generally employed

in the field. Two-tailed tests were used unless noted otherwise. Permutation was done by shuffling 10,000 times unless noted other-

wise. Multiple comparisons were corrected by false discovery rate.

DATA AND SOFTWARE AVAILABILITY

The custom MATLAB and LabVIEW code will be made available upon reasonable request.
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Figure S1 (Related to Figure 1). Additional behavioral analysis. (A) Decrease in mean reaction time (time from 
the cue onset to movement onset, p < 0.001, n = 8 mice, Kruskal-Wallis test, mean ± SEM). (B) No change in mean 
time between the movement onset and reward (p = 0.97, n = 8 mice, Kruskal-Wallis test, mean ± SEM). (C) No 

change in mean movement speed within 400 ms after the movement onset (p = 0.57, n = 8 mice, Kruskal-Wallis test, 
mean ± SEM).



Figure S2 (Related to Figure 1). Characterization of wide-field calcium imaging in the Thy1-GCaMP6s (GP4.3) 
line. (A) Left, example cortical neurons stained for DAPI, GCaMP6s and GAD67 in layer 2/3. Right, percentage of 
GAD67-positive neurons among GCaMP6s-expressing neurons in layer 2/3 (n = 4 mice, mean ± SD). (B) Same as 
(A) for layer 5 (n = 4 mice, mean ± SD). (C) To determine whether the calcium signal is due to local somato-dendritic 

activity or long-range axonal activity from other brain areas, a cocktail of glutamate receptor antagonists (NBQX and 
CPP) was injected into left S1HL (primary somatosensory cortex hind limb area) to block glutamatergic synaptic 
transmission during the lever-press task. Left, time course of mean peri-movement ∆f/f with and without NBQX/CPP 
(n = 5 mice, mean ± SEM). Right, decrease in the mean ∆f/f measured by mean ∆f/f between 0 ms and 800 ms 
relative to the movement onset (n = 5 mice, 65.2 ± 10.7 % decrease, p < 0.001, one-tailed bootstrap, mean ± SEM). 
(D) Anesthetized mice were given a foot shock (0.5 mA, 500 ms-long) to their right hind limb while their activity in left 

S1HL was measured. Left, time course of mean shock-evoked ∆f/f with and without NBQX/CPP (n = 3 mice, mean ± 
SEM). Right, decrease in the mean shock-evoked ∆f/f measured by mean ∆f/f between 0 s and 2 s relative to the 
shock onset (91.2 ± 7.6 % decrease, p < 0.001, one-tailed bootstrap, mean ± SEM). The large reduction in the activity 
indicates that the majority of the calcium signal is due to local activity. (E) Example of simultaneous wide-field calcium 

imaging and EEG recording of spontaneous activity in an awake mouse. A graphene-based transparent electrode 
was used to perform EEG recording (magenta). (F) Example EEG and spectrogram. (G) Calcium-event triggered 
average of EEG in magenta and blue regions in (E). Note that EEG was recorded in the magenta region. Correlations 
between ∆f/f and EEG were found only in the magenta area. (H) Example of simultaneous wide-field calcium imaging 
and multi-unit recording of spontaneous activity in an awake mouse. (I) Example of ∆f/f and multi-unit recording 
around one calcium event. Each tick indicates a spike. (J) Left, raster plot of multi-unit recording aligned to calcium 

events. Note that there are more spikes around the calcium event onset. Right, calcium-event triggered average of 
multi-unit recording. Note that the rise in the firing rate precedes the calcium event onset. Black bars indicate 
significance compared to baseline period (–1 to –0.5 s, p < 0.01, bootstrap). Inserts are ∆f/f (mean ± SEM).



Figure S3 (Related to Figure 1). Identification and characterization of cortical modules. (A) An example mouse 

for identification of cortical modules and removal of artifacts by independent component analysis (ICA) following 
principal component analysis (PCA). Independent components that were related to blood vessels, movement and 
other artifacts were removed from the analysis (shaded components). (B) Three example cortical modules across 
mice. (C) Cortical modules commonly identified across mice (M2: secondary motor cortex; M1: primary motor cortex; 

S1: primary somatosensory cortex; FL: forelimb; BC: barrel cortex; HL: hindlimb; PPC: posterior parietal cortex; RSC: 
retrosplenial cortex; Vis: visual cortex; a and p indicating anterior and posterior, respectively). (D) Comparisons of 

fluorescence changes in Thy1-GCaMP6s and Thy1-GFP mice during the peri-movement epoch in naive mice (n = 8 
mice for GCaMP and n = 3 mice for GFP, mean ± SEM). To determine whether the fluorescence changes in Thy1-
GCaMP6s mice reflect the calcium signal rather than the hemodynamic signal or other artifacts, Thy1-GFP mice were 
imaged as a control. Amplitude of movement-related fluorescence changes was measured by mean ∆f between 0 ms 
and +800 ms relative to the movement onset. These values were averaged across all modules and normalized to the 
mean of GCaMP mice (GFP: 1.9 ± 1.2 %, p < 0.001, one-tailed bootstrap, mean ± SEM). (E) Same as (D) for ∆f/f 
(GFP: 4.2 ± 2.6 %, p < 0.001, one-tailed bootstrap, mean ± SEM). (F) Rise in mean ∆f/f before the movement onset in 

M2, M1 and pRSC (mean ± SEM). 



Figure S4 (Related to Figure 2). Thalf-max reflects movement-related activity. Mean ∆f/f of each module at each 

learning stage was aligned to the cue onset (mean ± SEM). Note that the auditory cue did not evoke detectable 
responses in these modules, suggesting that the fluorescence changes were mostly related to movement. 



Figure S5 (Related to Figure 2). Asymmetry in activity speed between two hemispheres. Generally, activity in 

the right hemisphere (contralateral to the lever-pressing forelimb, red) is faster than the left hemisphere (green). Each 
panel shows a pair of the corresponding cortical areas in two hemispheres (***p < 0.001, n.s., p = 0.71, n = 8 mice, 
Friedman test, mean ± SEM). Each line is an exponential fit for the change.



Figure S6 (Related to Figure 4). Activity propagation based on Thalf-max at each learning stage and Granger 
causality in shuffled data. (A) Activity propagation. Thalf-max in individual pixels was defined based on trial-averaged 
activity. (B) Granger causality was calculated after shuffling trials independently in individual modules at each stage 

of learning. Note that the causal relationships among modules were not found in shuffled data, indicating that the 
Granger causality in Figure 4B depends on the trial-by-trial covariation of activity among cortical modules.



Figure S7 (Related to Figure 5 and Figure 6). Muscimol spread and additional behavioral analysis for M2 and 
pRSC inactivation. (A) Left, schematic of the experiment. Two-photon calcium imaging was performed both before 

and after muscimol injection. The distance between the injection site and field of view was approximately 1 mm. 
Right, Decrease in the number of calcium events after muscimol injection (p < 0.001, n = 1057 neurons, 3 mice, 
Wilcoxon signed-rank test). (B) Spread of muscimol was estimated by measuring the fluorescence spread of 

fluorescein. Left, example sections. Middle, fluorescein spread in the left hemisphere overlaid with the M2 module 
(white). Right, quantification of fluorescein spread along the AP axis. Injection was made at 2.6 mm (arrow). (C) 

Effect of M2 inactivation on behavior. Left, reaction time (***p < 0.001, n = 7 mice, one-tailed bootstrap, mean ± 
SEM). Right, time between movement onset and reward (***p < 0.001, n = 7 mice, one-tailed bootstrap, mean ± 
SEM). (D) Effect of pRSC inactivation on behavior. Left, reaction time (n.s., p = 0.10, n = 6 mice, one-tailed bootstrap, 

mean ± SEM). Right, time between movement onset and reward (n.s., p = 0.20, n = 6 mice, one-tailed bootstrap, 
mean ± SEM).



Figure S8 (Related to Figure 8). Additional analysis of two-photon calcium imaging data. (A) Fraction of 
movement-activated neurons over learning for L2/3 (p < 0.01, n = 9 mice, regression, mean ± SEM). (B) Fraction of 
movement-suppressed neurons over learning for L2/3 (p < 0.01, n = 9 mice, regression, mean ± SEM). (C) Trial-by-

trial correlation of cell identity within and across sessions in L2/3. For each trial, a neuron was binarized depending on 
whether or not it is movement-modulated, and the resulting vector was compared across trials. (D) Same as (A) for 
L5 (p < 0.01, n = 7 mice, regression, mean ± SEM). (E) Same as (B) for L5 (p < 0.001, n = 7 mice, regression, mean 
± SEM). (F) Same as (C) for L5. 
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